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replicated DHT with consistent hashing

optimistic replication

“sloppy quorum” R— f, e S— —
. S Dynamo: Amazon’s Highly Available Key-value Store

anti-entropy mechanism

Giuseppe DeCandia, Deniz Hastorun, Madan Jampani, Gunavardhan |Kaku|apati,
L L) L] t
object versioning

Avinash Lakshman, Alex Pilchin, Swaminathan Sivasubramanian, Peter Vosshall
and Werner Vogels

Amazon.com

®limited querying capabilities
esimpler consistency
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ABSTRACT

Reliability at massive scale is one of the biggest challenges we
face at Amazon.com. one of the largest e-commerce operations in
the world: even the slightest outage has significant financial
consequences and impacts customer trust. The Amazon.com
platform. which provides services for many web sites worldwide,
is implemented on top of an infrastructure of tens of thousands of
servers and network components located in many datacenters
around the world. At this scale. small and large components fail
continuously and the way persistent state is managed in the face
of these failures drives the reliability and scalability of the
software systems.

This paper presents the design and implementation of Dynamo. a
highly available key-value storage system that some of Amazon’s
core services use to provide an “always-on” experience. To
achieve this level of availability. Dynamo sacrifices consistency
under certain failure scenarios. It makes extensive use of object
versioning and application-assisted conflict resolution in a manner
that neasde nxral sntaefeans Far dovaloners +o nge.

One of the lessons our organization has learned from operating
Amazon’s platform is that the reliability and scalability of a
system is dependent on how its application state is managed.
Amazon uses a highly decentralized. loosely coupled. service
oriented architecture consisting of hundreds of services. In this
environment there is a particular need for storage technologies
that are always available. For example. customers should be able
to view and add items to their shopping cart even if disks are
failing. network routes are flapping. or data centers are being
destroyed by tornados. Therefore. the service responsible for
managing shopping carts requires that it can always write to and
read from its data store, and that its data needs to be available
across multiple data centers.

Dealing with failures in an infrastructure comprised of millions of
components is our standard mode of operation: there are always a
small but significant number of server and network components
that are failing at any given time. As such Amazon’s software
systems need to be constructed in a manner that treats failure
handling as the normal case without impacting availability or
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' e NoSQL database
o fast & predictable performance

» seamless scalability
e easy administration

- “Even though we have years of experience with large, complex
- NoSQL architectures, we are happy to be finally out of the
business of managing it ourselves.” - Don MacAskill, CEO
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Replica D

P

New member in the ert.es from
group Replica A |« » ReplicaB | ———  client A

A /
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\4 ,/ Reads and

Writes from
client B

ReplicaC |

y, S5FAN

Replica E |« »| Replica F

Classic Split Brain Issue in Replicated systems leading to lost writes!




How do you handle partial failures of replicas?

How do you ensure there is not a parallel
How do you handle concurrent failures?

How do you handle replica failures?
quorum?
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Specifying Concurrent Systems with TLA™

Leslie LAMPORT
Compaq

1 Introduction

Writing a specification for a system helps us understand it. It’s a good idea to understand
something before building it, so it’s a good idea to specify a system before implementing
it. Specifications written in an imprecise language like English are usually imprecise. In
engineering, imprecision is an invitation to error. Science and engineering have adopted
mathematics as a language for writing precise descriptions.

The mathematics written by most mathematicians and scientists is still imprecise. Most
mathematics texts are precise in the small, but imprecise in the large. Each equation is a
precise assertion, but you have to read the text to understand how the equations relate to one
another and what the theorems really mean. Logicians have developed ways of eliminating the
words and formalizing mathematics. Most mathematicians and computer scientists think that
writing mathematics formally, without words, is tiresome. Once you learn how, I hope you’ll
find that it’s easy to express ordinary mathematics in a precise, completelv formal language.
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The PlusCal Algorithm Language

Leslie Lamport

Microsoft Research

2 January 2009
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"Bell Curve"

Standard Normal
Distribution

19.1%|19.1%

Z-Score -4 -35 -3 -25 -2 -15 -1 -05 0 05 1 15 2 25 3 .

Standard _ - _ _
Deviation 4 30 20 1o 0 +10 +20 +30
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The Part-Time Parliament

LESLIE LAMPORT
Digital Equipment Corporation

Recent archaeological discoveries on the island of Paxos reveal that the parliament functioned de-
spite the peripatetic propensity of its part-time legislators. The legislators maintained consistent
copies of the parliamentary record, despite their frequent forays from the chamber and the forget-
fulness of their messengers. The Paxon parliament’s protocol provides a new way of implementing
the state-machine approach to the design of distributed systems.

Categories and Subject Descriptors: C2.4 [Computer-Communications Networks]: Distributed
Systems—Network operating systems; D4.5 [Operating Systems]: Reliability—Fault-tolerance;
J.1 [Administrative Data Processing]: Government

General Terms: Design, Reliability

Additional Key Words and Phrases: State machines, three-phase commit, voting




W%//

@ksshams

dees

/79

Aswami




're tell

it. wait... you

ng me

M\

AW
o

%gf

If 1 pee in the yard. |1 get a TREAT?

@ksshams

dees




-

N

%//%//%//Wf/
o\

Y

0
=
@

(e
®
0

X

®




,/////‘

2
U

V2
A

AN AW
N M
=
AN ST
N\ | —

=

W\

Mk
@

©
ST
—

G

VAN
M AN
Z///////////a

W\

NIH

A
NSO\

W
N

Mk

T

\ -

oz
a
=

MW

@ksshams

dees

A@swami /79




D

7))

%

mpo

co
—

D
S

WY

@ksshams

@swami /79




@ksshams

N
D

R
D

a

D
%//

7
7
7

- . ,

D
I

i
‘

epenae
<
®
(o)
2
@
@
>
2

|
tore

@
el
©
el

),
Ty
'/////'

2
2

©

/////////////////
Nl

s

2D
2
i

),

N\

N

N\

0
&
)

D

=

QAN

@swami /79




]

7
Y/

7/

|l

B
/

o
nae

/

A 2
CDe

.

h

DAY
NN

it

TN

@ksshams

@swami /79




@LEEREGE

4

D

A
noe

|

“Ya -

ove
«©
@

%

@

2

Sy
\e\

N\
VAN

@swami /79




0
=
@

(e
®
0

X

®




@swami_79

Thank You!

@LEQEINE ’




